Why Larger Language Models Do
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In-context Learning

Source "A Survey on In-context Learning.” (arXiv 2023)

6 / fo(z) eind0

- ———

W

Find @
st. (W — Vi L(D"™®)) fo(est) & Yres

Training data

s.t. te(m(ll,l(‘l‘)";

Inference

Wtest ~ N(O, Id)
0 O
I I I I

5(0)
Y .
, I = WiestX

auto-regressive model

(0 (1) (@) () 2 o0 (1)
1N YHN Y N

Linear Regression In-context Learning Data Model

Source "What Can Transformers Learn In-Context? A Case Study of Simple Function Classes.” (NeurlPS 2022)
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Gradient-based Optimization and Attention-based In-context Learning

Source "Transformers Learn In-Context by Gradient Descent.” (ICML 2023)
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Larger Language Models Do In-context Learning Differently

Source "Larger Language Models Do In-context Learning Differently.” (arXiv 2023)

Problem Setup
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e Mean squared error (MSE) loss

e Linear self-attention networks
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e Measure model scale by rank of T}/ *¢

e Input noise W = Q(S T f)

Theoretical Results

Theorem 1 (Optimal rank-r solution)

The optimal rank-r (small language model) solution of the MSE
loss indeed is the truncated version of the optimal full-rank (large
language model) solution.

Theorem 2 (Evaluation loss)

N examples in training and M examples in evaluation. We have
evaluation population MSE loss:
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Theorem 3 (Behavior difference)

Denote the optimal rank-rs solution as f1 and the optimal rank-r2
solution as f2. Suppose r1 < r2, we have:
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We can decompose behavior difference gap to label noise and input noise. \When we have a larger language model, we
will have a larger evaluation loss gap between the large and small models. It means larger language models may be easily
affected by the label noise and input noise and may have worse in-context learning ability, while smaller language models
may be more robust to these noises. Moreover, if we increase the label noise scale on purpose, the larger language models
Kwill be more sensitive to the injected label noise. This main intuition is consistent with the observation in previous works. /




